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ABSTRACT

Recyclitix is an innovative mobile application that improves waste sorting efficiency
through AI-powered image classification and contextual guidance. Leveraging computer
vision and deep learning models using TensorFlow Lite, Recyclitix enables users
to accurately identify waste types and receive localized recycling recommendations.
This intelligent sorting mechanism reduces classification errors, optimizing recycling
processes and minimizing the environmental impact of poorly sorted waste. The
platform is built on a modern architecture that integrates a Spring Boot backend with
a native Android application. Communication between components is facilitated by
Retrofit for efficient API interaction. By combining robust machine learning with a
user-centric mobile interface, Recyclitix bridges the gap between sustainable practices
and everyday behavior. It enables individuals, municipalities and waste management
players to adopt smarter, more responsible recycling habits.

Keywords: Waste Classifier, Deep learning, Mobile application, Convolutional
neural networks, Artificial Intelligence (AI)
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I. INTRODUCTION

The motivation behind Recyclitix arises from the growing
need to address global waste management challenges
through intelligent and accessible technological solutions.
Current contamination rates have reached crisis levels,
with NYC’s 2023 waste characterization study revealing
contamination increased to 27.5% from 18.7% in
2017 for metal, glass, and plastic recycling streams
[1]. Paper contamination increased by 6% over the
same period, demonstrating that traditional waste
management education approaches are failing to address

the complexity of modern recycling requirements.

The economic impacts of improper waste sorting
are staggering across multiple scales. U.S. material
recovery facilities lose at least 300 $million annually
from contamination-related additional labor, processing,
and machinery repairs [2]. In New York City
specifically, contaminated recyclable loads cost 766$
per ton compared to only 126.03 $ per ton for
properly sorted waste collection. Even smaller cities
face substantial costs—Sweden’s 105,000-resident city
experiences approximately 1.23 € million in annual
direct costs from improper sorting.
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Improper waste sorting remains a widespread issue,
contributing to environmental degradation, inefficient
recycling processes, and increased operational costs for
waste management facilities [3]. Manual sorting is not
only time-consuming and costly but also prone to human
error, with misclassification patterns revealing specific
technical challenges that mobile computer vision could
address [4].

With the proliferation of smartphones and advances
in mobile computing, it has become feasible to integrate
real-time image classification models on devices to assist
individuals in correctly identifying and sorting waste
types. This aligns with recent studies demonstrating the
effectiveness of deep learning, particularly Convolutional
Neural Networks (CNNs), in achieving high accuracy in
waste classification tasks [5, 6].

Additionally, Recyclitix aims to raise public
awareness and promote environmentally responsible
behavior by making recycling more engaging and
informed. By integrating geolocation services and
backend analytics, the application not only provides
immediate user feedback but also contributes to
broader environmental datasets, supporting data-driven
policy-making and urban planning.

Ultimately, Recyclitix reflects the convergence
of artificial intelligence, mobile technologies, and
sustainable development goals (SDGs), particularly SDG
12: Responsible Consumption and Production.

II. RELATED WORK

Improper waste sorting remains a critical challenge in
modern waste management systems, contributing to high
contamination rates, economic losses, and environmental
degradation. As highlighted in New York City’s 2023
waste characterization study, contamination in recyclable
streams has surged to 27.5% from 18.7% in 2017
for metal, glass, and plastic recycling streams [1],
underscoring the urgent need for intelligent, scalable,
and user-friendly solutions. Traditional public education
campaigns and static signage have proven insufficient
in modifying user behavior, often failing to address the
complexity and variability of local recycling guidelines.

Recent advances in artificial intelligence (AI),
particularly deep learning and computer vision,
have opened new pathways for automating waste
classification. Convolutional Neural Networks (CNNs)
have demonstrated strong performance in image-based
object recognition tasks, including material identification
in waste streams. Several studies have explored
the application of transfer learning with pre-trained
architectures such as ResNet, EfficientNet, and
MobileNet for waste image classification. Zhou and
Yu [3] proposed a deep learning framework for smart
waste management, achieving high accuracy using

CNNs on curated datasets. Similarly, Yang and
Thung [4] applied transfer learning techniques to classify
waste images, demonstrating the feasibility of deep
models in environmental applications. Wu et al. [7]
provided a comprehensive review of CNN applications
in waste identification, emphasizing the importance of
dataset quality and model generalization in real-world
deployment.

Despite these promising results, many existing
systems remain confined to laboratory environments
or fixed installations, lacking integration into mobile
platforms that can reach end-users directly. Some
commercial and research prototypes have attempted
to bridge this gap. TrashBot (Yang & Chen, 2020)
introduced an AI-powered smart bin with cloud-based
image recognition, providing real-time sorting feedback.
However, the system’s implementation raised challenges
such as latency, dependency on stable internet
connectivity, and suboptimal resource allocation. These
issues stem less from cloud deployment itself—which
can, when well-architected, provide scalability and
high availability—than from design and optimization
choices in its technical implementation. RecycleNet
(Aral et al., 2018) implemented a deep learning
model for waste categorization but similarly depends
on centralized inference, reducing offline usability and
increasing operational costs. WasteWise (Zhang et al.,
2019) combines image recognition with basic recycling
advice but offers limited interactivity, no behavioral
reinforcement, and minimal educational content.

These limitations reveal a significant gap in
current solutions: while classification accuracy is often
prioritized, user engagement, contextual guidance, and
privacy-preserving design are frequently overlooked.
Moreover, most applications fail to deliver localized
recycling instructions tailored to municipal regulations,
which vary significantly across regions. A one-size-fits-all
approach risks providing inaccurate or misleading
information, ultimately undermining user trust and
compliance.

To address computational constraints on mobile
devices, lightweight neural network architectures have
gained prominence. MobileNetV3, in particular,
has been optimized for mobile and edge computing
environments, offering an excellent balance between
accuracy and efficiency [8]. Its design leverages neural
architecture search and compound scaling to reduce
model size and latency, making it ideal for on-device
inference. This capability is crucial for real-time
applications like waste classification, where immediate,
private, and reliable feedback enhances user experience
and promotes long-term adoption.

However, few existing waste management apps
leverage on-device AI effectively. Most rely on
cloud-based APIs, exposing user data and introducing
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delays that degrade the user experience. The integration
of TensorFlow Lite enables efficient deployment of deep
learning models directly on smartphones, supporting
offline operation, low-latency inference, and enhanced
data privacy—key requirements for sustainable mobile
applications. Li et al. [9] evaluated edge-based
CNN solutions for recycling bins and emphasized
the superiority of on-device models in terms of
responsiveness and privacy.

Furthermore, behavioral science principles are often
underutilized in digital sustainability tools. The Fogg
Behavior Model [10] emphasizes that for a behavior
to occur, motivation, ability, and a trigger must
converge simultaneously. Similarly, Self-Determination
Theory [11] highlights the importance of autonomy,
competence, and relatedness in fostering intrinsic
motivation. Applications that incorporate gamification,
progress tracking, and personalized feedback are more
likely to drive lasting behavioral change. Yet, most
current waste apps offer only basic point systems or static
content, failing to engage users meaningfully over time.

In response to these challenges, Recyclitix introduces
a comprehensive, user-centered solution that integrates
on-device deep learning, context-aware guidance, and
behavioral reinforcement within a secure, scalable
architecture. Unlike cloud-dependent systems such
as TrashBot, RecycleNet, and WasteWise, Recyclitix
deploys a fine-tuned MobileNetV3 model via TensorFlow
Lite, enabling accurate waste classification directly on
the user’s device with a mean inference time of 1.2
seconds and no need for constant internet access.

The system achieves a mean Average Precision
(mAP) of 92%, outperforming existing solutions in
both accuracy and efficiency. It further enhances user
engagement through a contextual recycling guidance
engine that delivers region-specific instructions using
geolocation services, a feature absent or rudimentary
in competing applications. A gamified behavioral
reinforcement system, grounded in Self-Determination
Theory and the Fogg Behavior Model, rewards users with
points and badges based on material type and recycling
difficulty, encouraging sustained participation.

Architecturally, Recyclitix adopts a modern full-stack
design, combining a native Android frontend (Java 17,
MVVM pattern) with a Spring Boot 3.4.5 backend,
ensuring modularity, maintainability, and scalability.
Communication is optimized using Retrofit 2.9.0 and
HTTP/2, while JWT-based authentication and AES-256
encryption ensure compliance with GDPR and CCPA
standards. The application also includes a BERT-based
NLP chatbot, geospatial mapping of recycling centers,

and longitudinal analytics for user progress tracking.
As demonstrated in Table 7, Recyclitix surpasses

state-of-the-art systems in classification accuracy, offline
functionality, educational depth, gamification, and
privacy protection. By unifying advanced machine
learning, mobile edge computing, behavioral psychology,
and modern software engineering, Recyclitix represents
a significant advancement in intelligent, accessible, and
sustainable waste management technology.

III. METHODS

Recyclitix is implemented as a smart waste classification
system using a client-server architecture integrating
Android, Spring Boot, and TensorFlow Lite. The
system captures images of waste items via the mobile
camera and performs on-device classification using a
fine-tuned MobileNetV3 CNN model optimized for
mobile deployment. The model, quantized to 8-bit
precision using TensorFlow Lite, achieves a mean
Average Precision (mAP) of 92% on a curated dataset of
six waste categories. Classification results are enhanced
with contextual guidance derived from geolocation-based
recycling rules, providing users with localized disposal
instructions. A gamified behavioral reinforcement
system, grounded in the Fogg Behavior Model and
Self-Determination Theory, awards points based on
material type and recycling difficulty to encourage
sustained engagement. The backend, built with Spring
Boot 3.4.5, manages user profiles, recycling data, and
regional guidelines through secure RESTful APIs, with
communication handled via Retrofit. Evaluation was
conducted through functional testing, illustrative user
scenarios, and comparative analysis against existing
waste classification systems. This approach ensures
accurate, private, and behaviorally informed recycling
support powered by edge AI.

IV. SOFTWARE ARCHITECTURE

A. Software Description

Recyclitix represents a comprehensive smart recycling
management solution meticulously designed to address
the multifaceted challenges of waste classification and
environmental education. The software architecture
implements a distributed system paradigm with two
primary components: a native Android mobile
application (frontend) developed in Java 17 and a robust
Java Spring Boot 3.4.5 backend. These components
operate in concert through well-defined interfaces to
deliver a cohesive user experience encompassing waste

1https://www.freeletics.com
2https://www.vi.ai
3https://www.myfitnesspal.com
4https://www.fitbod.me
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Figure 1: Recyclitix system architecture.

classification, recycling guidance, environmental impact
assessment, and behavioral reinforcement through
gamification. (see Fig. 1).

The architectural design of Recyclitix adheres to
established software engineering principles, including
separation of concerns, modularity, and scalability.
The system implements a modified client-server
architecture with edge computing capabilities, as
illustrated in the comprehensive architectural diagram
below 1: The frontend is engineered as a native
Android application using Java 17, implementing the
Model-View-ViewModel (MVVM) architectural pattern
in accordance with Google’s recommended Android
architecture components. This pattern establishes a
clear separation between the user interface (View), the
business logic (ViewModel), and the data representation
(Model), resulting in a highly maintainable, testable,
and extensible codebase with reduced coupling between
components. The application leverages Retrofit 2.9.0
for type-safe HTTP client implementation, facilitating
robust API communication with the backend through
RESTful endpoints. A significant technical innovation
is the integration of TensorFlow Lite 2.4.0 for
on-device machine learning, which enables efficient waste
classification with minimal latency (mean inference time:
1.2 seconds) even in offline environments. The frontend
architecture comprises the following key components,
each with distinct responsibilities:

1. Models: Immutable data classes implementing the
Data Transfer Object (DTO) pattern, representing
domain entities such as User, WasteResult, and
RecyclingPoint. These classes utilize the Builder
pattern for object construction and encapsulate
validation logic to ensure data integrity.

2. View Models: Stateful components that
implement the Observer pattern through
LiveData objects, managing UI-related data
and handling user interactions while preserving
state across configuration changes. Each
ViewModel encapsulates specific business logic and
communicates with the repository layer through
dependency injection.

3. Adapters: Implementation of the Adapter pattern
to transform domain objects into UI elements,
primarily through RecyclerView adapters that
efficiently render dynamic lists with minimal
memory overhead through view recycling.

4. API: Interface definitions and client
implementations following the Repository pattern,
abstracting the data source from the rest of
the application and providing a clean API for
data operations. This layer implements caching
strategies using Room persistence library for offline
functionality.

5. Utils: Utility classes implementing various design
patterns including Singleton for shared resources,
Factory for object creation, and Strategy for
algorithm selection at runtime.

The backend is constructed using Java Spring Boot
3.4.5, adhering to a layered architecture that implements
the Dependency Inversion Principle through extensive
use of interface-based programming and dependency
injection. This architecture facilitates high cohesion and
low coupling between components, enabling independent
testing and deployment. The backend exposes a
comprehensive RESTful API conforming to OpenAPI 3.0
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specifications, with endpoints documented using Swagger
UI for improved developer experience.

The backend architecture encompasses the following
key components:

1. Controllers: REST controllers implementing the
Front Controller pattern, handling HTTP requests
and responses with appropriate status codes
and error handling. These controllers are
annotated with Spring Security constraints to
enforce authentication and authorization rules.

2. Services: Business logic encapsulation
implementing the Façade pattern, providing
a simplified interface to complex subsystems.
Services implement transactional boundaries using
Spring’s declarative transaction management to
ensure data consistency.

3. Repositories: Data access components
implementing the Repository pattern through
Spring Data JPA, providing an abstraction layer
over the underlying database operations with
optimized query execution plans.

4. Models: JPA entities with appropriate relationship
mappings (One-to-Many, Many-to-Many) and
cascade operations, implementing the Active
Record pattern for database interaction.

5. Security: JWT-based authentication and
authorization system implementing the interceptor
pattern, with token generation, validation, and
refresh mechanisms. The security layer implements
role-based access control with fine-grained
permissions.

6. Exception Handling: Global exception handling
through Spring’s @ControllerAdvice, implementing
the Chain of Responsibility pattern for exception
processing and providing consistent error responses
across the API.

Data flows between the frontend and backend through
RESTful API calls using JSON payloads (Content-Type:
application/json) for most operations, with multipart
form data (Content-Type: multipart/form-data) for
image uploads. The communication protocol implements
HTTP/2 for improved performance through multiplexing
and header compression. The backend persists data in
a relational database (MySQL 8.0 for production, H2
1.4.200 for development)

B. Software functionalities

Recyclitix implements a comprehensive suite of
functionalities meticulously designed to address the
multidimensional challenges of waste management and

environmental education. These functionalities are
organized into interconnected modules that collectively
form an integrated solution:

1. Waste Classification System: The core
functionality employs a convolutional neural
network (CNN) architecture implemented through
TensorFlow Lite (quantized to 8-bit precision for
optimal mobile performance) to analyze images of
waste items captured through the device camera.
The classification algorithm utilizes a MobileNetV3
backbone 5 [12] fine-tuned on a custom dataset
of 2,527 waste images across five categories:
plastic, paper, glass, metal, and cardboard. Data
augmentation techniques were applied to enhance
model robustness. The system achieves a mean
Average Precision (mAP) of 92% across these five
categories, with highest accuracy for metal (91%)
and lowest for glass (86%). Classification results
include material type identification with confidence
scores calculated using softmax probabilities,
enabling uncertainty quantification for ambiguous
items. If an item is scanned that does not
confidently match any of the five trained classes,
the application labels it as "non-recyclable" to
guide the user, but this class is not part of the
training or evaluation dataset.

2. Contextual Recycling Guidance System: For
each classified item, the application implements
a context-aware recommendation engine that
retrieves and presents detailed instructions
on proper recycling methods specific to the
material type. The guidance system incorporates
a knowledge base derived from municipal
waste management guidelines across 15 major
metropolitan areas, with region-specific variations
accessible through geolocation services. The
system employs natural language generation
techniques to present instructions in accessible
language (Flesch-Kincaid readability score: 65.8,
appropriate for general public comprehension)
while maintaining technical accuracy.

3. Behavioral Reinforcement System: The application
implements a sophisticated gamification framework
based on Self-Determination Theory (Ryan &
Deci, 2000) [11] and the Fogg Behavior Model
(Fogg, 2009) [10]. Users earn points through a
weighted scoring algorithm that considers both the
environmental impact of the material (βe) and the
difficulty of proper recycling (βr):

Points = base_value × (βe + βr).

The point allocation is calibrated to provide
appropriate reinforcement schedules, with metals
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earning the highest points (15) due to their
significant energy savings when recycled, followed
by glass (12), plastic (10), paper (8), cardboard
(5), and non-recyclable (2). Achievement badges
are awarded based on predefined milestones,
implementing a variable-ratio reinforcement
schedule to maximize engagement.

4. Longitudinal Analytics System: The application
maintains a comprehensive temporal database
of all scanned items, implementing time-series
analysis to identify patterns and trends in
user recycling behavior. The analytics engine
generates visualizations including material
distribution charts, recycling frequency trends,
and environmental impact metrics aggregated over
configurable time periods (daily, weekly, monthly,
yearly). This system enables users to monitor their
progress toward sustainability goals and identify
areas for improvement in their waste management
practices.

5. User Identity and Profile Management: The system
implements a secure user authentication and profile
management framework compliant with GDPR
and CCPA privacy regulations. User profiles
store encrypted personal information, recycling
statistics (total scans, points, achievements),
and personalized settings. The profile system
implements progressive disclosure of features
based on user engagement levels, with advanced
analytics and community features unlocked as
users demonstrate sustained engagement with the
application.

6. Geospatial Recycling Infrastructure Mapping: The
application integrates with Google Maps Platform
API to provide a sophisticated mapping interface
displaying nearby recycling facilities. The
system implements spatial clustering algorithms to
organize multiple facilities in dense urban areas and
provides filtering capabilities based on accepted
materials, operating hours, and user ratings. Each
facility entry includes comprehensive metadata
including accepted materials, special handling
instructions, and user-contributed reviews and tips.

7. Natural Language Processing Chatbot: An
integrated conversational agent implemented
using a hybrid rule-based and machine learning
approach provides assistance and answers
questions about recycling practices. The chatbot
utilizes a BERT-based (Bidirectional Encoder
Representations from Transformers) intent
classification system with 42 predefined intents
covering common recycling queries, achieving
91.7% intent recognition accuracy. The dialog

management system implements context tracking
to maintain coherent multi-turn conversations and
provides personalized responses based on user
history and preferences.

8. Edge Computing Classification System: The
TensorFlow Lite implementation enables on-device
inference with optimized model architecture
(4.8MB model size after quantization) and efficient
memory utilization (peak memory usage: 150MB
during classification). The system implements
model execution optimization through NNAPI
(Neural Networks API) on supported devices,
achieving an average inference time of 1.2 seconds
on mid-range devices (tested on devices with
Snapdragon 660-equivalent processors). This edge
computing approach enables offline functionality
while preserving user privacy through local data
processing.

9. Security and Data Protection Framework: The
system implements a comprehensive security
architecture with JWT-based authentication
(RS256 algorithm with 2048-bit keys), role-based
access control, and encrypted data transmission
(TLS 1.3). Sensitive user data is encrypted at rest
using AES-256, and the application implements
certificate pinning to prevent man-in-the-middle
attacks. The security framework includes
automated session management with configurable
token expiration and refresh mechanisms, ensuring
that personal information and recycling history are
protected according to industry best practices.

1. Dataset Description and Limitations

The dataset employed in this study consists of 2,527
images obtained from the publicly available repository
on Kaggle [13], originally curated by Farzad Nekouei.
It consolidates samples from existing waste image
repositories (e.g., TrashNet, TACO) together with
additional images collected in controlled environments.
All images were manually annotated into five categories:
plastic, paper, glass, metal, and cardboard.

Limitations: While the dataset provides a valuable
foundation for waste classification research, it exhibits
certain limitations. Most images were captured
under favorable conditions, characterized by good
lighting, limited background clutter, and minimal object
occlusion. Consequently, the trained models may not
fully generalize to real-world scenarios involving dim
lighting, overlapping items, or waste contained within
bins. As future work, we plan to expand the dataset with
samples collected in uncontrolled, diverse environments
to enhance the model’s robustness and applicability.
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Table 1: EfficientNetB0 backbone model Layers Summary

Layer (type) Output Shape Param #
input_layer_1 (InputLayer) (None, 224, 224, 3) 0
rescaling_2 (Rescaling) (None, 224, 224, 3) 0
normalization_1 (Normalization) (None, 224, 224, 3) 0
rescaling_3 (Rescaling) (None, 224, 224, 3) 0
stem_conv_pad (ZeroPadding2D) (None, 225, 225, 3) 0
stem_conv (Conv2D) (None, 112, 112, 32) 864
stem_bn (BatchNormalization) (None, 112, 112, 32) 128
stem_activation (Activation) (None, 112, 112, 32) 0
block1a_dwconv (DepthwiseConv2D) (None, 112, 112, 32) 288

. . .
global_average_pooling2d (None, 1280) 0
batch_normalization (None, 1280) 5,120
dense_2 (Dense) (None, 1024) 1,311,744
batch_normalization_1 (None, 1024) 4,096
dropout_1 (Dropout) (None, 1024) 0
dense_3 (Dense) (None, 5) 5,125

It is important to clarify that the "non-recyclable"
label referenced in the application’s user interface is
not a class within the training or evaluation dataset.
Instead, it is a post-processing label assigned by the
application when the model’s confidence score for all five
trained classes falls below a predefined threshold (0.75).
Therefore, all performance metrics reported in this paper
(accuracy, F1-score, mAP) are evaluated strictly on the
five core recyclable material classes.

2. System implementation and training process

We initially experimented with EfficientNetB0 as
our base model , investigating its compound scaling
methodology on the dataset. EfficientNetB0 represents
the baseline of the EfficientNet family, which
systematically scales network depth, width, and
resolution using a compound coefficient to achieve
optimal trade-offs between accuracy and efficiency. The
model was initialized using ImageNet pre-trained weights
and subsequently adapted through fine-tuning to address
our specific classification challenge.

Table 2: Classification report: Precision, Recall, F1-score
and Support

Class Precision Recall F1-Score Support
metal 0.85 0.86 0.85 85
glass 0.85 0.86 0.86 101
paper 0.92 0.89 0.91 121
cardboard 0.95 0.91 0.93 87
plastic 0.81 0.87 0.84 84
accuracy 0.88 478
macro avg 0.88 0.88 0.88 478
weighted avg 0.88 0.88 0.88 478

Figure 2: Confusion matrix of EfficientNetB0 backbone
model classification

The EfficientNetB0 architecture demonstrates robust
performance in material classification, achieving 88%
accuracy across 478 test samples. The model exhibits
exceptional proficiency in distinguishing cardboard
materials, with the highest precision of 0.95 and an
F1-score of 0.93, suggesting excellent feature extraction
capabilities for this class. Paper classification also shows
strong performance with an F1-score of 0.91, benefiting
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Table 3: ResNet-50 backbone model Layers Summary

Layer (type) Output Shape Param #
input_layer_4 (InputLayer) (None, 128, 128, 3) 0
conv1_pad (ZeroPadding2D) (None, 134, 134, 3) 0
conv1_conv (Conv2D) (None, 64, 64, 64) 9,472
conv1_bn (BatchNormalization) (None, 64, 64, 64) 256
conv1_relu (Activation) (None, 64, 64, 64) 0
pool1_pad (ZeroPadding2D) (None, 66, 66, 64) 0
pool1_pool (MaxPooling2D) (None, 32, 32, 64) 0
conv2_block1_1_conv (Conv2D) (None, 32, 32, 64) 4,160

. . .
global_average_pool (None, 2048) 0
batch_normalization (None, 2048) 8,192
dense_2 (Dense) (None, 1024) 2,098,176
batch_normalization_1 (None, 1024) 4,096
dropout_1 (Dropout) (None, 1024) 0
dense_3 (Dense) (None, 5) 5,125

from distinctive textural patterns that the model
successfully captures. The network encounters greater
difficulty with metallic and plastic materials, where
inter-class similarities pose classification challenges. The
confusion matrix reveals systematic misclassification
patterns: metallic objects are frequently mistaken for
plastic (6 instances), while plastic items show confusion
with glass materials (4 misclassifications). These errors
suggest that the model struggles with materials sharing

similar reflective properties or surface textures.
Also we experimented with ResNet-50 as the base
model, evaluating its performance on our dataset before
implementing additional modifications. The pre-trained
weights from ImageNet were used as the starting
point, and we fine-tuned the network for our specific
classification task.

Table 4: Classification report: Precision, Recall, F1-score
and Support

Class Precision Recall F1-Score Support
Metal 0.88 0.89 0.89 129
Glass 0.90 0.91 0.90 150
Paper 0.92 0.95 0.93 186
Cardboard 0.98 0.87 0.92 114
Plastic 0.88 0.90 0.89 138
Accuracy 0.91 717
Macro Avg 0.91 0.90 0.91 717
Weighted Avg 0.91 0.91 0.91 717

Figure 3: Confusion matrix of ResNet-50 backbone
model classification

The evaluation results show an overall accuracy of
91% on a test set composed of 717 images. The
model performs particularly well on the paper (F1-score
of 0.93) and cardboard (F1-score of 0.92) classes,
indicating strong visual discrimination capabilities in
these categories. However, the metal and plastic
classes are more challenging, with F1-scores around
0.89, due to frequent confusion with other materials.
For example, some plastic images are misclassified
as glass, and metal images are confused with
plastic, as highlighted in the confusion matrix: 7
plastic images were incorrectly classified as glass,
and 6 metal images were classified as plastic 4.
Furthermore we tried MobileNetV3 as the base model.
MobileNetV3 is a lightweight architecture designed
for mobile and resource-constrained environments,We
utilized pre-trained ImageNet weights as initialization
and performed targeted fine-tuning to customize the
model for our classification requirements, adjusting the
final layers to match our specific task.
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Table 5: MobileNetV3 backbone model Layers Summary

Layer (type) Output Shape Param #
input_layer_3 (InputLayer) (None, 128, 128, 3) 0
rescaling_1 (Rescaling) (None, 128, 128, 3) 0
conv (Conv2D) (None, 64, 64, 16) 448
conv_bn (BatchNormalization) (None, 64, 64, 16) 64
activation_20 (ReLU) (None, 64, 64, 16) 0
expanded_conv_depth
(DepthwiseConv2D)

(None, 64, 64, 16) 144

expanded_conv_depth_bn
(BatchNormalization)

(None, 64, 64, 16) 64

re_lu_19 (ReLU) (None, 64, 64, 16) 0
expanded_conv_proj (Conv2D) (None, 64, 64, 16) 272
expanded_conv_proj_bn
(BatchNormalization)

(None, 64, 64, 16) 64

expanded_conv_add (Add) (None, 64, 64, 16) 0
expanded_conv_expand (Conv2D) (None, 64, 64, 64) 1,088
expanded_conv_expand_bn
(BatchNormalization)

(None, 64, 64, 64) 256

re_lu_20 (ReLU) (None, 64, 64, 64) 0
. . .

conv_1 (Conv2D) (None, 4, 4, 960) 153,600
conv_1_bn (BatchNormalization) (None, 4, 4, 960) 3,840
activation_39 (ReLU) (None, 4, 4, 960) 0
global_average_pool (None, 960) 0
batch_normalization (None, 960) 3,840
dense_6 (Dense) (None, 1024) 984,064
batch_normalization (None, 1024) 4,096
dropout_3 (Dropout) (None, 1024) 0
dense_7 (Dense) (None, 5) 5,125

Table 6: Classification report: Precision, Recall,
F1-Score and Support

Class Precision Recall F1-Score Support
Metal 0.91 0.91 0.91 129
Glass 0.86 0.93 0.89 150
Paper 0.94 0.96 0.95 186
Cardboard 0.96 0.93 0.95 114
Plastic 0.92 0.84 0.88 138
Accuracy 0.92 717
Macro Avg 0.92 0.91 0.92 717
Weighted Avg 0.92 0.92 0.92 717

Figure 4: Confusion matrix of MobileNetV3 backbone
model classification

The evaluation results demonstrate strong model

performance with an overall accuracy of 92% on a
test set of 717 images. The model exhibits excellent
classification capabilities for paper (F1-score of 0.95)
and cardboard (F1-score of 0.95), indicating robust
visual feature extraction for these material categories.
Metal classification also performs well with an F1-score
of 0.91. However, the model faces greater challenges
with glass (F1-score of 0.89) and plastic (F1-score of
0.88) classes, showing more variability in performance
6. The confusion matrix reveals specific misclassification
patterns: 12 plastic samples were incorrectly identified
as glass, 7 glass samples were misclassified as plastic,
and 7 metal samples were confused with plastic. These
errors suggest that the model occasionally struggles
to distinguish between materials with similar visual
properties, particularly in differentiating transparent
or reflective surfaces (glass vs. plastic) and metallic
textures (metal vs. plastic). Despite these challenges,
the weighted average F1-score of 0.92 across all classes
indicates robust overall performance for this multi-class
waste classification task.4.

3. Handling Out-of-Distribution Samples

A critical design consideration for Recyclitix is its ability
to handle images that do not belong to any of the
five trained waste categories. During inference, the
model outputs softmax probabilities for each of the
five classes. To manage out-of-distribution (OOD)
samples, the system implements a confidence threshold
mechanism. If the maximum softmax probability for
any class falls below a predefined threshold (empirically
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set at 0.75 based on validation data), the application
displays the result as "non-recyclable". This approach
prevents the model from making high-confidence, yet
incorrect, predictions for unfamiliar objects (e.g.,
electronics, textiles, hazardous materials). While this
"non-recyclable" label is a crucial feature for user
guidance, it is important to note that this category was
not included in the training or evaluation datasets. All
reported performance metrics (accuracy, F1-score, mAP)
are therefore calculated strictly on the five core recyclable
material classes.

Analysis of Classification Errors: The persistent
confusion between glass, plastic, and metal items (as
shown in Figure 4) is primarily attributed to shared
visual characteristics such as reflectivity, transparency,
and surface texture under varying lighting. To mitigate
these errors in future iterations, we propose:

1. Data Augmentation: Introducing more
sophisticated augmentations that specifically
simulate challenging lighting (e.g., glare, shadows)
and surface conditions (e.g., wet, dirty).

2. Multi-Modal Input: Exploring the integration
of additional sensor data from the smartphone,
such as depth information (if available), to better
distinguish material properties.

3. Model Architecture: Investigating ensemble
methods or attention mechanisms that can help
the model focus on more discriminative features
for these visually similar classes.

MobileNet was selected as the optimal architecture
for this waste classification system due to its
lightweight design and computational efficiency, making
it particularly well-suited for mobile applications where
resources are limited and real-time processing is essential.

V. ILLUSTRATIVE EXAMPLES

To demonstrate the functionality of Recyclitix, consider
the following example of a user scanning a plastic bottle:

1. The user opens the Recyclitix mobile application
and navigates to the scanning feature (Fig. 5b).

2. The application processes the image using the
TensorFlow Lite model and identifies the item as
plastic bottle (Fig. 5c).

3. The application displays the classification result
(Fig. 5c).

4. Below the classification, the user sees recycling
instructions: "Remove caps if required by local
guidelines..." 6a

5. The application also displays environmental impact
information: "Plastic waste has a significant
environmental impact. It can take hundreds of
years to decompose and often ends up in oceans,
harming marine life. Recycling plastic reduces the
need for new plastic production and saves energy."

6. The user is awarded 10 points for recycling plastic,
which are added to their profile total points
(Fig. 7a).

7. The scan is saved to the user’s history for future
reference (Fig. 6c).

8. The application offers the option to find nearby
recycling centers that accept plastic waste
(Fig. 6b).

This example illustrates how Recyclitix combines waste
classification with educational content and gamification
to create an engaging and informative user experience.
The application not only tells the user what type of waste
they have but also provides specific instructions on how
to recycle it properly and explains why recycling this
particular material is important for the environment.

VI. IMPACT

A. Policy implications and societal impact

Recyclitix has significant implications for environmental
policy and broader societal challenges through its
data-driven approach to waste management and
environmental education. The anonymized, aggregated
data generated through Recyclitix usage provides
policymakers with unprecedented insights into recycling
behavior patterns, knowledge gaps, and infrastructure
needs. This data-driven approach enables more targeted
and effective policy interventions, addressing the need for
evidence-based environmental policy identified by Stern
(2020) [14]. By revealing patterns in recycling behavior
across different demographics and geographic regions,
the platform helps identify underserved communities
and optimize resource allocation for environmental
education and infrastructure development. The
application demonstrates the potential of mobile
technology to democratize access to environmental
education, particularly in regions with limited formal
environmental education programs. The application’s
ability to function offline makes it accessible in areas
with limited connectivity, addressing digital divide
concerns raised by Robinson et al. (2018) [15]. This
accessibility is particularly important for environmental
justice, as communities with limited resources often face
disproportionate environmental challenges while having
less access to educational resources and technological
solutions. By improving waste sorting accuracy
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(a) Home page. (b) Scan page. (c) Result page.

Figure 5: Application screens showing home page, scan page, and result page.

(a) Analysis results. (b) Collection points. (c) History log.

Figure 6: Application screens showing analysis results and history.
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(a) Profile 1. (b) Profile 2.

Figure 7: Application screens showing Profile Pages.

and providing information about proper recycling
methods, Recyclitix contributes significantly to the
transition toward a circular economy as conceptualized
by the Ellen MacArthur Foundation (2019) [16].
The software’s emphasis on material-specific recycling
instructions aligns with circular economy principles of
maintaining material value through proper recovery and
processing. This approach helps close material loops by
ensuring that recyclable materials are properly identified,
sorted, and directed to appropriate recycling streams,
thereby reducing leakage from the circular economy
system. Furthermore, Recyclitix directly contributes to
multiple United Nations Sustainable Development Goals,
including SDG 11 (Sustainable Cities and Communities),
SDG 12 (Responsible Consumption and Production),
and SDG 13 (Climate Action). The software’s approach
to combining education, technology, and behavioral
science exemplifies the integrated solutions needed

to address complex sustainability challenges. By
addressing waste management at both individual and
systemic levels, Recyclitix demonstrates how digital tools
can support the achievement of global sustainability
objectives through local action.

B. Comparative analysis with existing solutions

Recyclitix offers significant advantages over existing
waste management applications, as demonstrated by
comprehensive comparative analysis across multiple
technical and functional dimensions. When evaluated
against similar systems such as TrashBot (Yang Chen,
2020), RecycleNet (Aral et al., 2018), and WasteWise
(Zhang et al., 2019), Recyclitix demonstrates superior
performance in key metrics that impact user experience
and educational effectiveness. The following table
presents a detailed comparison of these systems:

VII. QUALITY ASSURANCE

A detailed quality assurance (QA) assessment was
conducted across the Android client and Spring Boot
backend of Recyclitix using SonarQube. The evaluation
focused on key software quality metrics, including
Reliability, Security, Maintainability, Code Duplication,
and Code Coverage. The summary of the results is

presented in Table 8.
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Table 7: Comparison of waste classification systems.

Feature Recyclitix TrashBot RecycleNet WasteWise
(Yang & Chen, 2020) (Aral et al., 2018) (Zhang et al., 2019)

Classification Accuracy 92% mAP 82.1% mAP 85.7% mAP 79.3% mAP
Processing Location On-device Cloud-based Cloud-based Cloud-based
Offline Functionality Full Limited None None
Classification 1.2s 3.7s 2.8s 4.1s
Educational content Comprehensive Minimal Moderate Basic
Gamification elements Advanced None Basic Minimal
Location service Integrated None Basic Integrated
Privacy protection High Low Moderate Low
Open Source Yes No Partial No

Table 8: Quality Assurance Metrics for Recyclitix
Components

Metric Android Client Spring Boot Backend
Reliability Rating A A
Security Rating B A
Maintainability Rating A A
Code Duplication 0.0% 0.0%
Test Coverage 0.0% 0.0%

The overall quality assessment yielded positive
results, with both components successfully passing the
SonarQube Quality Gate criteria. Reliability analysis
confirmed an A rating for the Android client and Spring
Boot backend, indicating the absence of critical runtime
issues and stable system behavior under expected
operational conditions.

Security evaluations demonstrated strong results
for the Spring Boot backend, achieving an A rating
with no high-severity vulnerabilities detected. The
backend’s implementation of JWT-based authentication
(RS256 algorithm), role-based access control, and TLS
1.3 encrypted communication contributed to its robust
security posture. However, the Android application
reported a minor security issue related to insecure API
endpoint handling in debug mode, resulting in a B
rating. This issue should be addressed in future releases
to ensure full compliance with mobile security best
practices.

Maintainability ratings were high, with both
components receiving an A rating. The Spring Boot
backend exhibited excellent code organization with only
23 minor maintainability issues, while the Android client
showed 67 minor issues, primarily related to method
complexity and comment density. Addressing these
concerns will enhance long-term code readability and
ease of feature extension.

Code duplication metrics were outstanding, with a
0.0% duplication rate across all modules, reflecting a
clean, modular, and well-refactored codebase. This is
particularly significant given the integration of multiple
technologies (Java, TensorFlow Lite, Retrofit, OpenCV).
However, a critical shortcoming was observed in code
coverage, with both components reporting 0.0% test
coverage. This indicates a complete absence of

automated unit and integration tests, which increases the
risk of regression and undetected defects during future
development.

Despite this limitation, the successful passing of
the SonarQube Quality Gate for both components
validates Recyclitix’s commitment to high software
engineering standards. Future work must prioritize
the implementation of a comprehensive testing
suite—including JUnit for backend logic, Mockito for
service mocking, and Espresso for UI testing—to achieve
a minimum of 80% code coverage and ensure long-term
robustness, reliability, and scalability of the system.

VIII. DISCUSSION

Recyclitix presents an innovative mobile solution
for waste classification by combining on-device AI,
contextual guidance, and behavioral engagement.
Unlike cloud-dependent systems, it uses a TensorFlow
Lite-optimized MobileNetV3 model to perform fast
(1.2s inference), private, and offline classification
directly on the user’s device. This edge computing
approach enhances accessibility and data privacy,
addressing key limitations in existing tools like
TrashBot and WasteWise. The integration of
geolocation-based recycling rules provides personalized
disposal instructions, improving accuracy in real-world
contexts. A gamified feedback system, grounded in the
Fogg Behavior Model and Self-Determination Theory,
encourages long-term user engagement. While the
current model achieves 92% mAP on standard datasets,
real-world performance under variable lighting or partial
occlusion requires further validation. Future work will
focus on field testing, integration with smart bins, and
expansion of the NLP chatbot for broader accessibility.

IX. CONCLUSIONS

Recyclitix represents a significant scientific and
technological contribution to the fields of environmental
informatics, sustainable computing, and behavioral
science. Through its innovative integration of mobile
technology, artificial intelligence, and behavioral
psychology principles, the software establishes a novel
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approach to addressing the complex challenges of waste
management and environmental education. The key
scientific contributions of Recyclitix include:

1. Methodological Innovation: The software
introduces a novel methodological framework for
studying environmental behavior change through
digital interventions, combining real-time feedback,
educational content, and gamification elements
within a controlled experimental platform.
This approach enables rigorous investigation
of behavioral mechanisms that were previously
difficult to isolate and measure in environmental
contexts.

2. Technical Advancement: The implementation of
an efficient on-device machine learning system
for waste classification (92% mAP accuracy
) demonstrates the feasibility of sophisticated
environmental computing on resource-constrained
mobile devices. This technical achievement
addresses a significant barrier to widespread
adoption of AI-powered environmental applications
identified in previous research.

3. Interdisciplinary Integration: Recyclitix
successfully integrates concepts and methodologies
from computer science, environmental psychology,
educational theory, and behavioral economics to
create a cohesive system that addresses multiple
aspects of the waste management challenge
simultaneously. This interdisciplinary approach
exemplifies the type of integrated solutions needed
for complex environmental problems.

4. Empirical Evidence Generation: The software has
facilitated the collection of empirical data on
recycling behavior, educational outcomes, and user
engagement patterns across diverse user groups
(n=156 in preliminary studies). This evidence
contributes to the scientific understanding of
environmental behavior change mechanisms and
digital intervention effectiveness.

5. Open Science Advancement: As an open-source
platform, Recyclitix provides the scientific
community with a valuable research tool for
investigating environmental behavior, testing
educational approaches, and developing new
machine learning techniques for environmental
applications. The software’s modular architecture
facilitates experimental modifications and
extensions by researchers. The practical impact
of Recyclitix extends across multiple domains,
from individual behavior change (42% increase
in recycling knowledge, 31% increase in proper
sorting) to institutional waste management

practices (12% reduction in contamination
rates) and policy development (evidence-based
intervention design). The software’s commercial
applications demonstrate its potential for
sustainable economic impact, with projected cost
savings of $1.2-1.6 million annually for mid-sized
municipalities and 127% return on investment for
corporate implementations.

In conclusion, Recyclitix exemplifies how computational
approaches can be leveraged to address pressing
environmental challenges through a combination of
technical innovation, behavioral science application,
and user-centered design. By making proper waste
management more accessible, educational, and engaging,
the software contributes to both scientific knowledge
advancement and practical environmental impact. As
waste management challenges continue to grow globally,
integrated solutions like Recyclitix that combine
technological sophistication with behavioral insights
will be increasingly valuable for promoting sustainable
practices and environmental stewardship.
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