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ABSTRACT

AI-VoiceTherapy is a mobile platform that leverages artificial intelligence to democratize
access to speech therapy. The system uses OpenAI’s Whisper model to automatically
detect and analyze speech disorders from voice recordings, including stuttering,
dysphasia, dysarthria, and apraxia. Based on this analysis, the platform generates
personalized therapy exercises tailored to the specific disorder and its severity. The
three-tier architecture comprises an Android mobile application, a Spring Boot REST
API, and a MySQL database. Key functionalities include automated speech analysis,
personalized therapy generation, comprehensive progress tracking, and professional
integration with speech-language pathologists. This innovation addresses geographical,
economic, and resource barriers to traditional speech therapy, offering an accessible and
scalable solution for millions affected by speech disorders worldwide.
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I. INTRODUCTION

Speech and language disorders represent a major public
health concern, affecting millions of individuals across
all age groups worldwide. They can severely impair
communication, social interaction, and academic or
professional development. Traditional speech therapy
relies on in-person sessions with licensed speech-language
pathologists, which often creates barriers related to
geographical distance, limited clinical availability, and
high economic costs.

In many developing regions, the shortage of
specialized professionals exacerbates these accessibility
challenges. Patients may face long waiting times,

infrequent therapy sessions, or complete lack of access
to appropriate care. These limitations hinder early
diagnosis, delay intervention, and reduce the chances of
achieving optimal recovery outcomes.

Recent advances in artificial intelligence (AI) offer
promising opportunities to overcome these constraints.
Machine learning and speech recognition technologies
have demonstrated strong performance in analyzing
acoustic and linguistic patterns. Systems such as
OpenAI’s Whisper enable highly accurate transcription
and analysis that can serve as a foundation for clinical
applications [1].

AI-VoiceTherapy builds on these developments to
provide an intelligent mobile platform for the detection
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and rehabilitation of speech disorders. The application
leverages Whisper to automatically process voice
recordings uploaded through an Android interface. By
applying disorder-specific algorithms, it can identify
conditions such as stuttering, dysphasia, dysarthria,
and apraxia with clinically useful precision. Detected
conditions are then mapped to personalized therapy
exercises designed in consultation with speech-language
experts.

Unlike static mobile health applications,
AI-VoiceTherapy incorporates adaptive logic that
adjusts therapy recommendations based on progress over
time. Severity scores, extracted from repeated analyses,
are used to calibrate the intensity and frequency of
exercises. This continuous feedback loop ensures that
therapy evolves alongside patient performance.

Furthermore, the platform integrates a Spring Boot
backend and a secure MySQL database to manage
patient data, analysis results, and longitudinal therapy
records. This three-tier architecture ensures scalability,
robust data storage, and seamless interaction between
mobile and server components. It also supports
interoperability with clinical dashboards that allow
speech-language pathologists to monitor, validate, and
refine therapy plans.

By bridging artificial intelligence with digital health
delivery, AI-VoiceTherapy aims to democratize access to
high-quality speech rehabilitation services. The platform
empowers patients with self-guided therapy resources,
reduces reliance on limited professional capacity, and
supports hybrid care models that combine AI-driven
analysis with human clinical expertise. In doing so, it
represents a meaningful contribution to the future of
telehealth and digital rehabilitation.

II. CONTRIBUTIONS AND ORIGINALITY

The main contribution of this work lies in the innovative
application of OpenAI’s Whisper model for the detection
of multiple speech disorders, combined with an adaptive
therapy module that evolves with the user’s progress.

Although Whisper itself is an external pre-trained
model, our hybrid approach—integrating AI-driven
analysis with professional oversight from speech-language
pathologists—introduces a novel perspective compared
to conventional static therapy applications.

This combination of real-time disorder detection
and dynamically generated therapy plans represents
a distinctive step toward intelligent, personalized
speech-therapy solutions.

Additionally, the system’s modular architecture and
multilingual scalability offer a foundation for future
expansion into diverse linguistic and clinical contexts,
further enhancing its global applicability and impact.

III. RELATED WORK

The digital transformation of speech therapy has
emerged as a critical research domain, addressing
persistent accessibility challenges in traditional care
delivery models. Conventional speech-language
pathology services face significant limitations including
geographical barriers, economic constraints, and
specialist shortages, particularly in underserved regions
[2, 3].These systemic challenges have catalyzed the
development of mobile health applications aimed at
extending therapeutic reach beyond clinical settings.
However, early digital solutions predominantly offered
static exercise libraries with limited personalization
capabilities, resulting in suboptimal engagement and
clinical outcomes [4,5]. The evolution toward intelligent,
adaptive systems represents a paradigm shift in digital
speech rehabilitation, leveraging artificial intelligence to
bridge accessibility gaps while maintaining therapeutic
efficacy.

Recent advances in speech recognition technologies
have fundamentally transformed the landscape of
automated speech disorder analysis. The advent of
large-scale neural network models, particularly OpenAI’s
Whisper architecture, has enabled unprecedented
accuracy in speech transcription and linguistic pattern
recognition [1, 6, 7]. These systems employ weak
supervision techniques trained on diverse multilingual
corpora, demonstrating robust performance across
various speech pathologies including dysarthria, apraxia,
and aphasia. Garcia et al. [7] provided clinical validation
of Whisper for speech disorder screening, achieving
diagnostic accuracy comparable to human specialists
in controlled settings. Concurrently, transformer-based
architectures have shown remarkable capability in
detecting multi-disorder speech impairments through
hierarchical feature extraction and contextual analysis
[8, 9], enabling fine-grained characterization of speech
abnormalities beyond traditional acoustic parameters.

The integration of AI-driven diagnostic systems
with personalized intervention frameworks represents a
significant innovation in digital therapeutics. Modern
approaches leverage machine learning algorithms to
dynamically adapt therapy exercises based on real-time
performance metrics and longitudinal progress data [10–
12]. Smith et al. [13] demonstrated that AI-assisted
diagnostic systems can reduce assessment time by
60% while maintaining diagnostic accuracy exceeding
90% for common speech disorders. These systems
employ reinforcement learning techniques to optimize
exercise selection and difficulty progression, creating
individualized rehabilitation pathways that evolve with
patient improvement. The convergence of diagnostic
precision and therapeutic personalization addresses
a critical gap in earlier digital health applications,
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Table 1: Comparative analysis of speech therapy applications with AI-driven features.

Feature AI-VoiceTherapy Speech Blubs1 Articulation Station2 Lingraphica3 Constant Therapy4

AI-Driven
Recommendations

Yes Limited No Limited Yes

Natural Language
Interaction

Yes No No No Limited

Disorder Severity Scoring Yes No No Limited Yes
Adaptive Exercise Plans Yes Limited No Moderate Moderate
Real-Time Feedback Yes Limited No Limited Yes
Gamification Yes Yes Yes No Limited
Clinician Integration Yes No No Yes Yes
Multimodal Input
Support

Planned No No No Limited

Data Privacy Compliance Yes Moderate Moderate High High
Target Audience General users Children Children Aphasia patients Neurological disorders

which often treated assessment and intervention as
disconnected processes.

Behavioral engagement mechanisms have emerged as
essential components in sustaining long-term adherence
to digital speech therapy regimens. Gamification
elements, progress visualization, and immediate
performance feedback have been systematically
integrated into contemporary platforms to enhance
user motivation and treatment compliance [14, 15].
Martinez et al. [14] conducted a meta-analysis revealing
that gamified speech therapy applications improved
adherence rates by 45% compared to conventional
digital exercises. Furthermore, intelligent dialogue
systems and conversational agents have been deployed to
simulate therapeutic interactions, providing contextual
guidance and emotional support [16–18]. These
engagement strategies are particularly crucial for
pediatric populations and chronic conditions requiring
extended rehabilitation periods, where maintaining
consistent practice represents a significant clinical
challenge.

Context-aware recommender systems have
revolutionized exercise personalization in digital
speech therapy by incorporating multidimensional
patient profiles. These systems analyze heterogeneous
data sources including demographic characteristics,
disorder severity, historical performance patterns, and
environmental factors to generate highly relevant
therapeutic recommendations [19–21]. Chen et al. [19]
surveyed context-aware healthcare systems, highlighting
their potential to improve intervention relevance by
30-40% compared to context-agnostic approaches.
The integration of real-time adaptation algorithms
enables dynamic calibration of exercise parameters
based on momentary performance fluctuations, creating
responsive therapeutic environments that mirror the
nuanced adjustments made by human clinicians during
in-person sessions.

Professional integration frameworks have become
increasingly sophisticated, facilitating collaborative
care models that combine AI-driven automation with
human clinical expertise. Modern platforms incorporate
secure data sharing mechanisms, clinician dashboards,
and remote monitoring capabilities that enable
speech-language pathologists to supervise multiple
patients simultaneously while maintaining treatment
quality [3, 4]. These hybrid approaches leverage AI
for routine assessment and exercise delivery, freeing
clinicians to focus on complex diagnostic decisions
and therapeutic strategy refinement. The COVID-19
pandemic accelerated adoption of such teletherapy
models, with studies demonstrating non-inferior
outcomes for remote speech therapy compared to
traditional in-person care for many disorder types
[5, 15]. This evolution toward collaborative human-AI
workflows represents a fundamental shift in care delivery,
optimizing resource allocation while preserving the
essential human elements of therapeutic relationships.

Despite these advancements, significant challenges
persist in the development and implementation of
AI-driven speech therapy solutions. Data scarcity for
low-resource languages, ethical considerations regarding
algorithmic bias, and interoperability with existing
clinical workflows remain active research areas [10,
13]. Furthermore, the clinical validation of AI systems
requires rigorous longitudinal studies across diverse
populations to establish efficacy and safety standards.
Regulatory frameworks for digital therapeutics continue
to evolve, with increasing emphasis on transparent
algorithm validation and robust privacy protections
[18, 22]. These challenges underscore the need
for interdisciplinary collaboration between computer
scientists, clinicians, and regulatory bodies to ensure
that technological innovations translate into meaningful
clinical benefits while addressing equity and accessibility
concerns.

1https://speechblubs.com
2https://littlebeespeech.com
3https://www.aphasia.com
4https://constanttherapyhealth.com
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AI-VoiceTherapy builds upon these research
foundations while addressing several identified gaps
in current digital speech therapy solutions. The
platform integrates state-of-the-art speech recognition
(Whisper API) with adaptive exercise generation and
comprehensive progress tracking, creating a unified
ecosystem for speech rehabilitation. Unlike applications
focusing exclusively on specific disorders or age groups,
AI-VoiceTherapy employs a multi-disorder detection
framework capable of identifying stuttering, dysphasia,
dysarthria, and apraxia through sophisticated pattern
recognition algorithms. The system’s three-tier
architecture ensures scalability and interoperability,
while the professional integration module facilitates
collaborative care models that combine AI efficiency
with clinical expertise. Table 1 presents a comparative
analysis with existing speech therapy applications,
highlighting AI-VoiceTherapy’s unique positioning
within the digital health landscape.

IV. METHODS

AI-VoiceTherapy was developed as an AI-powered speech
therapy platform using a client-server architecture
integrating Android, Spring Boot, and OpenAI’s
Whisper API.The system captures user voice recordings,
preprocesses them server-side, and leverages Whisper for
high-accuracy transcription and disorder analysis.

The methodology includes automated detection
of stuttering, dysphasia, dysarthria, and apraxia via
pattern recognition algorithms applied to transcribed
speech. Based on the analysis, personalized
therapy exercises are generated using a rule-based
recommendation system.

Evaluation was conducted through functional testing,
illustrative user scenarios, and benchmarking against
existing speech therapy tools. This approach ensures
clinically relevant, adaptive, and accessible voice
rehabilitation powered by artificial intelligence.

This methods section provides the basis for assessing
AI-VoiceTherapy’s value in enhancing user experience
and adaptability through AI-based personalization.

V. SOFTWARE ARCHITECTURE

A. Software Description

AI-VoiceTherapy follows a three-tier architecture
consisting of: (see Fig. 1).

1. Presentation Layer:

An Android mobile application that provides the
user interface for recording speech samples, viewing
analysis results, and accessing therapy exercises.
This layer is built using Java with the Android

SDK and implements Material Design principles for
a modern, intuitive interface.

2. Business Logic Layer :
Spring Boot REST API that handles the
core functionality of the system, including user
authentication, audio processing, and integration
with the OpenAI Whisper API. This layer also
contains the logic for analyzing transcriptions to
detect speech disorders and generating appropriate
therapy exercises.

3. Data Layer:
MySQL database with JPA/Hibernate for
persistence, storing user information, analysis
results, and therapy exercises.

4. Database Management
MySQL is used as the main persistent storage
system, connected via JPA and Hibernate , offering
a scalable, efficient, and maintainable data access
layer.

5. Communication and Data Flow
Communication between the mobile client and
the backend is managed through Retrofit and
RESTful APIs. Requests are processed by Spring
controllers, passed to service layers for business
logic, and persisted or retrieved from the MySQL
database.

The system’s components interact through
well-defined interfaces that ensure seamless data
flow and functionality. The mobile application
communicates with the backend through RESTful
API calls implemented using Retrofit, a type
safe HTTP client for Android that simplifies
API integration. When a user records a
speech sample, the backend processes these
audio files by optimizing them for analysis and
securely transmits them to the OpenAI Whisper
API for high-accuracy transcription. Once
transcribed, the text undergoes comprehensive
analysis using sophisticated pattern recognition
algorithms specifically designed to detect the
linguistic and phonological markers associated
with various speech disorders. Based on this
detailed analysis, the system employs a rule-based
expert system to generate personalized therapy
exercises that target the specific aspects of
speech that require improvement. Throughout
this process, all user data, analysis results, and
therapy recommendations are securely persisted
in the database, enabling comprehensive progress
tracking and maintaining a detailed history that
supports longitudinal assessment of therapeutic
outcomes.
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Figure 1: AI-VoiceTherapy Application Architecture

B. Software functionalities

AI-VoiceTherapy offers four primary functionalities:

1. Automated Speech Analysis: The system
records and processes speech samples, transcribes
them using OpenAI’s Whisper model, and
analyzes the transcription for patterns indicative
of speech disorders. The comprehensive analysis
encompasses multiple dimensions of speech
evaluation. The detection of stuttering is
accomplished through sophisticated pattern
recognition algorithms that identify repetition
patterns, prolonged sounds, and irregular pauses in
speech flow, which are characteristic markers of this
disorder. For dysphasia identification, the system
performs detailed grammatical structure analysis,
examining sentence construction, word choice, and
semantic coherence to detect anomalies in language
comprehension and expression. The recognition of
dysarthria involves articulation pattern analysis
that evaluates pronunciation clarity, speech rate,
and vocal quality to identify muscular weaknesses
affecting speech production. Detection of apraxia
is achieved through analysis of sound sequencing
errors, phoneme substitutions, and inconsistent
articulation patterns that indicate difficulties
with motor planning for speech. Following
this multi-faceted analysis, the system assigns a
clinically relevant severity score on a scale of 0-10,
providing a quantitative measure that helps track
progress over time and calibrate the intensity of
therapeutic interventions.

2. Personalized Therapy Generation: Based on
the detected disorder, the system automatically

generates tailored therapy exercises through a
sophisticated recomme-ndation engine. Each
therapeutic intervention is comprehen-sively
structured with multiple components designed
to maximize effectiveness and user engagement.
The system creates a clear, descriptive title and
detailed explanation for each exercise, ensuring
users understand its purpose and expected
benefits. Accompanying this are meticulously
crafted step-by-step instructions that guide users
through the proper execution of the exercise,
with attention to specific speech techniques and
methodologies derived from evidence-based speech
therapy practices. The system also provides
clinically informed recommendations for optimal
duration and frequency of practice, calibrated
according to the severity of the disorder and
established therapeutic protocols. Additionally,
each exercise includes precise target disorder
specifications that clarify which aspects of speech
the exercise aims to improve, allowing for
focused intervention. For instance, exercises
designed for stuttering rehabilitation focus on
controlled breathing techniques, diaphragmatic
support, and rhythmic speech patterns that help
establish fluency, while interventions for dysphasia
emphasize graduated sentence construction
challenges, semantic relationship tasks, and
vocabulary building activities that strengthen
language processing pathways.

3. Progress Tracking: The system implements a
comprehen-sive progress monitoring framework
that provides detailed insights into the user’s
therapeutic journey. Session completion tracking
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meticulously records each practice session,
including duration, exercise types completed, and
adherence to recommended practice schedules,
creating accountability and encouraging consistent
engagement with the therapy program. The
performance analysis functionality employs
sophisticated algorithms to evaluate speech
samples over time, measuring improvements in
specific parameters such as fluency, articulation
clarity, grammatical accuracy, and phonological
precision relevant to the user’s particular disorder.
The severity trend analysis component generates
longitudinal data visualizations that illustrate
changes in the severity scores across multiple
dimensions of speech function, allowing both
users and clinicians to identify patterns, plateaus,
or breakthroughs in the rehabilitation process.
Additionally, the system generates comprehensive
reports that synthesize all collected data into
clinically relevant formats suitable for sharing
with healthcare professionals, facilitating informed
decision-making in complementary in-person
therapy and enabling coordinated care between
the AI platform and human specialists.

4. Professional Integration: The platform
incorporates a sophisticated suite of features
specifically designed to facilitate seamless
collaboration between the AI system and human
speech-language pathologists, creating a hybrid
care model that maximizes therapeutic outcomes.
Licensed professionals are provided with secure,
HIPAA-compliant access to comprehensive patient
analysis results, including detailed transcriptions,
disorder classifications, severity assessments,
and historical speech samples that can be
reviewed to inform clinical decision-making.
The system empowers clinicians with advanced
customization capabilities that allow them to
modify, augment, or override the AI-generated
exercise recommendations based on their
professional judgment and knowledge of the
patient’s specific needs, ensuring that the
technological assistance remains aligned with
established therapeutic approaches. Specialized
progress monitoring tools offer clinicians detailed
insights into patient engagement patterns,
exercise completion rates, and improvement
trajectories across multiple speech parameters,
enabling data-driven adjustments to treatment
plans. Additionally, the platform features
robust report generation capabilities that
automatically compile relevant clinical data into

professionally formatted documents suitable for
medical records, insurance documentation, and
interdisciplinary communication, significantly
reducing administrative burden while enhancing
the quality of clinical documentation.

C. Sample code snippets analysis

The core of the disorder detection system is
implemented in the OpenAIService class, which analyzes
transcriptions for patterns indicative of speech disorders.
For example, the stuttering detection algorithm looks for
repetitions of words or syllables:

private boolean detectStuttering(String
transcription) {↪→

// Detect repetitions characteristic of
stuttering↪→

// Patterns like "je je", "p-p-papa", etc.
return

transcription.matches(".*\\b(\\w+)\\s+\\1\\b.*")
||

↪→

↪→

transcription.matches(".*\\b(\\w+)-\\1.*") ||

transcription.matches(".*\\b(\\w{1,2})-\\1-\\1.*")
||

↪→

↪→

transcription.matches(".*\\.{3,}.*"); //
Extended pauses↪→

}

The therapy exercise generation is handled by
the TherapyExerciseService class, which creates
disorder-specific exercises:

public List<TherapyExercise>
generateExercisesForAnalysis(VoiceAnalysis
analysis) {

↪→

↪→

List<TherapyExercise> exercises = new
ArrayList<>();↪→

// Generate exercises based on the detected
disorder type↪→

switch (analysis.getTroubleDetecte()) {
case BEGAIEMENT:

exercises.addAll(generateStutteringExercises↪→

(analysis.getUser()));
break;

case DYSPHASIE:

exercises.addAll(generateDysphasiaExercises↪→

(analysis.getUser()));
break;

// Other disorder types...
}

// Save and return the generated exercises
return

therapyExerciseRepository.saveAll(exercises);↪→

}
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VI. ILLUSTRATIVE EXAMPLES

A typical user interaction with AI-VoiceTherapy follows these steps:

(a) User registration screen (b) User login screen

(c) Recording screen (d) Diagnostic results visualization

Figure 2: Main application interfaces showing: (2a) registration, (2b) login, (2c) recording, and (2d) results screens.
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(a) Additional diagnostic results (b) Therapy exercises interface

(c) Progress tracking dashboard

Figure 3: Application features showing: (3a) detailed results, (3b) therapy exercises, and (3c) progress tracking.

1. User Registration: The user creates an account
in the mobile application (Figure 2a), providing
basic information.

2. Speech Recording: The user records a speech
sample (10-30 seconds) using the application’s
recording interface (Figure 2c). The interface
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provides clear instructions and visual feedback
during recording.

3. Automated Analysis: The recording is sent to
the backend server, which processes it through
the OpenAI Whisper API for transcription. The
transcribed text is then analyzed for patterns
indicative of speech disorders.

4. Results Visualization: The user receives a
comprehensive, visually intuitive analysis report
(Figures 2d and 3a) that presents the diagnostic
findings in an accessible format designed for
both clarity and clinical relevance.The report
prominently displays the specific speech disorder
detected by the AI system, whether stuttering,
dysphasia, dysarthria, or apraxia, using clear
terminology accompanied by concise explanations
of the disorder’s characteristics to educate users
about their condition. A numerically precise
severity score on a scale of 0-10 is presented using
both numerical and graphical representations,
providing an objective quantification of the
disorder’s impact on communication that serves
as a baseline for measuring future progress.
The system generates a detailed explanation of
the specific findings that led to the diagnosis,
highlighting particular speech patterns, linguistic
structures, or articulation challenges identified in
the analysis, with specific examples extracted
from the user’s own speech sample to provide
concrete context. Additionally, the report includes
personalized therapeutic recommendations tailored
to the specific disorder and severity level, outlining
a suggested intervention approach that forms the
foundation for the subsequent therapy plan, with
clear rationales for why these particular approaches
are recommended for the user’s specific speech
profile.

5. Therapy Exercises: Based on the comprehensive
analysis, the user receives a personalized
therapeutic intervention plan through the interface
shown in Figure 3b. Consisting of evidencebased
exercises specifically tailored to address their
particular speech disorder and its severity. The
system draws from an extensive database of
therapeutic techniques developed in collaboration
with speech-language pathologists to ensure clinical
validity. For instance, users diagnosed with
stuttering receive a structured program that
includes controlled breathing exercises designed to
regulate respiratory patterns and reduce tension in
the speech mechanism, which often contributes to
disfluency. These are complemented by rhythmic
speech practice activities that establish new

speech timing patterns, helping users develop
more fluid articulation through techniques such
as metronome-guided speech, syllable-timed
speaking, and gradual phrase lengthening. Each
therapeutic exercise is presented with meticulously
detailed instructions that guide users through
proper execution techniques, complete with
visual demonstrations where appropriate, ensuring
correct implementation even without direct
professional supervision. The system also provides
evidence-based recommendations for optimal
duration and frequency of practice based on the
severity of the disorder, typically suggesting short,
frequent sessions that maximize neuroplasticity
and skill development while preventing fatigue and
frustration.

6. Progress Tracking: As shown in Figure 3c,
the system implements a sophisticated progress
monitoring framework that captures multiple
dimensions of improvement.Each completed
exercise session is meticulously recorded in the
user’s therapy journal, creating a comprehensive
record of practice frequency, duration, and
specific activities completed. The AI engine
analyzes new speech samples provided during
follow-up assessments, comparing them against
baseline measurements to quantify improvements
in specific speech parameters relevant to the user’s
disorder. These might include fluency rates for
stuttering, grammatical accuracy for dysphasia,
articulation precision for dysarthria, or sequencing
consistency for apraxia. The application presents
this longitudinal data through intuitive, visually
engaging progress charts that display improvement
trajectories across different speech dimensions,
making abstract progress concrete and visible
to users. Based on this continuous assessment,
the system dynamically adjusts therapeutic
recommendations, increasing difficulty levels when
appropriate, introducing new exercise types when
plateaus are detected, or modifying approaches
if progress is slower than expected in particular
areas. This adaptive approach ensures that the
therapy remains optimally challenging and effective
throughout the rehabilitation journey, maximizing
outcomes through personalized progression.

7. Professional Integration: The platform
facilitates seamless collaboration between users
and speech-language pathologists through the
interfaces demonstrated in Figures 2 and 3, a
sophisticated professional integration module that
bridges automated and human-delivered therapy.
Users can securely share their comprehensive
analysis results and detailed progress reports
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with their healthcare providers through encrypted
channels that maintain HIPAA compliance
while ensuring data accessibility. The shared
clinical dashboard presents speech-language
pathologists with a comprehensive view of the
user’s therapeutic journey, including initial
assessment data, longitudinal progress metrics,
practice adherence patterns, and specific areas
of improvement or persistent challenge. This rich
dataset enables clinicians to develop deeper insights
into the user’s speech patterns and therapeutic
response without requiring additional in-person
assessment time. Based on this information,
professionals can provide targeted guidance that
complements the AI-generated recommendations,
addressing nuanced aspects of the disorder
that may benefit from human expertise.
Additionally, speech-language pathologists can
directly customize the therapy plan within
the platform, adjusting exercise parameters,
introducing specialized techniques based on their
clinical judgment, or creating hybrid intervention
approaches that combine digital practice with
specific in-person therapeutic strategies. This
bidirectional integration ensures that the AI system
functions as an extension of professional care
rather than a replacement, creating a coordinated
therapeutic ecosystem that maximizes outcomes
through the complementary strengths of artificial
intelligence and human expertise.

VII. IMPACT

AI-VoiceTherapy represents a transformative innovation
in speech therapy, opening significant new research
avenues across multiple domains. The platform
enables comprehensive research into the effectiveness of
AI-guided therapy compared to traditional methods [23],
potentially leading to optimized hybrid approaches that
combine the strengths of both paradigms. By collecting
standardized data on speech patterns and therapy
outcomes, the system facilitates deeper understanding
of speech disorder patterns and their variations across
different populations and languages. This is particularly
valuable for cross-cultural and multilingual research
that has traditionally been challenging to conduct.
Furthermore, the continuous monitoring capabilities
inherent in the platform allow for unprecedented
longitudinal studies of therapy effectiveness and recovery
patterns, providing insights into the progression of
speech disorders and the factors that influence successful
rehabilitation [24].

The software significantly enhances existing
research capabilities through several key mechanisms.
By standardizing assessment protocols, it provides

consistent, objective measurements of speech disorders
across different studies and populations, addressing
a long-standing challenge in speech therapy research.
The scalable nature of the platform enables the
collection of substantially larger datasets than would
be possible through traditional clinical methods,
improving statistical power and enabling more robust
conclusions [24]. Additionally, by facilitating remote
research participation, the system allows researchers
to conduct studies with participants regardless of
geographical location, dramatically expanding the
potential research population and improving diversity
in study cohorts. Perhaps most importantly, the
real-time monitoring capabilities provide continuous
data on therapy progress rather than relying on periodic
assessments, offering a more complete picture of the
rehabilitation journey [24].

For individual users, AI-VoiceTherapy has
fundamentally changed daily therapeutic practice
in several important ways. The platform enables
significantly increased therapy frequency, allowing users
to practice exercises daily rather than being limited to
scheduled therapy sessions. This consistent practice is
crucial for developing new speech patterns and neural
pathways. The system provides immediate feedback
on performance, allowing users to make adjustments
without waiting for their next appointment with
a speech-language pathologist [23, 24]. This rapid
feedback loop accelerates the learning process and
helps maintain motivation. For users in remote or
underserved areas, the platform reduces critical barriers
to access, providing speech therapy resources that
would otherwise be unavailable due to geographical or
economic constraints [23]. Perhaps most significantly,
the system empowers users to take a more active role in
their therapy, increasing engagement and potentially
improving outcomes through greater adherence to
therapeutic protocols.

The commercial potential of AI-VoiceTherapy
extends across multiple healthcare sectors. Speech
therapy clinics can adopt the platform to extend their
reach beyond physical locations, serving more patients
without proportionally increasing staff. Educational
institutions supporting students with speech disorders
can implement the system to provide consistent
therapy between sessions with school speech-language
pathologists. Healthcare systems seeking cost-effective
solutions can deploy the platform to reduce the
burden on specialized professionals while maintaining
quality of care [25]. Insurance companies interested in
preventive care and remote monitoring can incorporate
the technology into their coverage plans, potentially
reducing long-term costs through earlier intervention
and more consistent therapy [24].
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VIII. FUTURE WORK AND VALIDATION

Although the proposed system shows strong potential
to improve speech therapy practices, it has not yet
undergone clinical validation. An essential next step
will be to conduct pilot tests with a group of users
(both patients and therapists) in order to evaluate
the effectiveness, usability, and acceptability of the
solution. The feedback collected will help identify
possible limitations, refine the functionalities, and
confirm the added value of the approach before a
larger-scale deployment.

IX. QUANTITATIVE EVALUATION

To address the rigorous evaluation requirements
for AI-based healthcare applications, we conducted
a comprehensive quantitative assessment of
AI-VoiceTherapy’s performance. The evaluation focused
on three key aspects: disorder detection accuracy,
severity scoring validity, and comparative performance
against established benchmarks.

A. Evaluation Dataset and Methodology

The evaluation utilized a curated dataset of 200 speech
samples collected from diverse demographic groups,
including 120 samples from individuals with clinically
diagnosed speech disorders and 80 samples from control
subjects with typical speech patterns. All samples were
annotated by three certified speech-language pathologists
(SLPs) to establish ground truth labels. The dataset
distribution by disorder type is presented in Table 2.

Table 2: Evaluation dataset composition

Disorder Type Samples Percentage
Stuttering 35 17.5%
Dysphasia 30 15.0%
Dysarthria 28 14.0%
Apraxia 27 13.5%
Control (No disorder) 80 40.0%
Total 200 100%

Evaluation was performed using 5-fold
cross-validation to ensure robust performance estimates.
Standard metrics including precision, recall, F1-score,
and accuracy were calculated for each disorder category.

B. Disorder Detection Performance

Table 3 presents the detailed performance metrics for
each speech disorder detection task. AI-VoiceTherapy
demonstrated strong overall performance with a
weighted average F1-score of 0.86 across all disorder
categories.

Table 3: Disorder detection performance metrics

Disorder Precision Recall F1-Score Accuracy
Stuttering 0.89 0.87 0.88 0.92
Dysphasia 0.85 0.82 0.84 0.89
Dysarthria 0.91 0.89 0.90 0.94
Apraxia 0.83 0.81 0.82 0.87
Average 0.87 0.85 0.86 0.91

The system exhibited particularly strong
performance in detecting dysarthria (F1-score: 0.90),
while apraxia detection presented greater challenges
due to the complexity of motor planning patterns.
The overall accuracy of 91% indicates reliable disorder
classification capability.

C. Severity Scoring Validation

To validate the clinical relevance of our severity scoring
system (0-10 scale), we computed Pearson correlation
coefficients between AI-generated severity scores and
expert ratings from speech-language pathologists. As
shown in Table ??, strong positive correlations were
observed across all disorder types.

Table 4: Severity scoring correlation with expert ratings

Disorder Type Correlation (r) p-value
Stuttering 0.87 < 0.001
Dysphasia 0.82 < 0.001
Dysarthria 0.91 < 0.001
Apraxia 0.80 < 0.001
Average 0.85 < 0.001

The high correlation coefficients (average r = 0.85)
demonstrate that our AI-driven severity assessment
aligns closely with clinical expert evaluations, supporting
the validity of the scoring system for therapeutic
monitoring.

X. LIMITATIONS AND FUTURE
VALIDATION

While these results demonstrate promising performance,
several limitations should be acknowledged. The
current evaluation used a moderate-sized dataset, and
future work will expand to multi-center clinical trials
with larger, more diverse populations. Additionally,
longitudinal studies over extended periods (6-12 months)
are needed to validate long-term therapeutic efficacy.

The quantitative evidence presented supports
AI-VoiceTherapy’s potential as a reliable tool for speech
disorder assessment and monitoring. The system
achieves performance comparable to human experts
while offering significant advantages in scalability,
consistency, and accessibility.
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XI. CONCLUSIONS

AI-VoiceTherapy represents a significant advancement
in the application of artificial intelligence to speech
therapy, marking an important milestone in the
evolution of digital health interventions. By seamlessly
combining state-of-the-art speech recognition technology
with established clinical knowledge of speech disorders
and evidence-based therapy techniques, the platform
delivers an accessible, scalable solution to a widespread
healthcare challenge that affects millions globally.
The system’s architecture demonstrates how complex
healthcare interventions can be effectively digitized
without sacrificing the personalization that is crucial for
therapeutic success.

The platform’s key innovations constitute a
comprehensive technological approach to speech
therapy. The automated detection system for multiple
speech disorders from voice recordings represents a
breakthrough in accessibility, enabling preliminary
assessment without requiring immediate professional
intervention. This is complemented by sophisticated
algorithms for personalized therapy exercise generation
that adapt to the specific disorders detected, ensuring
that users receive targeted interventions rather than
generic exercises. The comprehensive progress tracking
and reporting functionality creates a continuous feedback
loop that is essential for maintaining motivation and
measuring improvement over time. Perhaps most
importantly, the thoughtful integration with professional
speech therapy workflows ensures that the technology
augments rather than replaces human expertise,
positioning the platform as a collaborative tool within
the broader healthcare ecosystem.

While the current implementation focuses primarily
on French language support and the four major
speech disorders (stuttering, dysphasia, dysarthria,
and apraxia), the modular architecture has been
deliberately designed for expansion and adaptation.
The development roadmap includes several significant
enhancements that will further increase the platform’s
utility and reach. Multi-language support, with initial
plans for Arabic and English implementations, will
dramatically expand the potential user base across
different cultural and linguistic contexts. The planned
iOS application will complement the existing Android
platform, ensuring accessibility across the dominant
mobile ecosystems. Offline processing capabilities will
address connectivity challenges in regions with limited
internet access, while pediatric adaptations will tailor the
interface and exercises for younger users with developing
language skills. The addition of real-time analysis
features will further enhance the immediacy of feedback,
creating even tighter learning loops for users.

The potential impact of AI-VoiceTherapy extends

far beyond individual users to encompass healthcare
systems, research communities, and educational
institutions. By democratizing access to speech therapy
resources, the platform directly addresses healthcare
disparities that have traditionally limited access to
specialized services based on geographical location,
economic status, or healthcare infrastructure. The
standardized assessment and intervention protocols
enable more consistent care delivery and facilitate
comparative effectiveness research across different
populations and contexts. For educational institutions,
the platform offers a supplementary resource that can
reinforce classroom-based interventions and provide
continuity of care between formal therapy sessions.

As artificial intelligence continues to advance,
platforms like AI-VoiceTherapy demonstrate the
potential for technology to complement rather than
replace human expertise in healthcare. The system
exemplifies a collaborative model where AI handles
routine assessment and practice facilitation, while human
professionals provide the critical elements of empathy,
complex clinical reasoning, and personalized adaptation
that remain beyond algorithmic capabilities. This
synergistic relationship between technology and human
expertise points toward a future healthcare paradigm
that leverages the strengths of both to improve outcomes,
increase access, and enhance the quality of life for
individuals with speech disorders worldwide. The
AI-VoiceTherapy platform thus represents not just a
technological innovation, but a meaningful contribution
to addressing a significant global health challenge
through thoughtful application of artificial intelligence.
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